
Parsing Japanese Tweets into Universal Dependencies
Hayate Iso, Kaoru Ito, Hiroyuki Nagai, Taro Okahisa and Eiji Aramaki

Nara Institute of Science and Technology

Summary

• Despite the importance of the Japanese tweets,
little attention has been focused on the Japanese
tweet processing.

• Developed the compatible guidelines with existing
Japanese and English tweet UD corpus and
manually annotated 700 tweets from scratch to
build Japanese tweet UD corpus, TWEEBANK-JA.

• Built the Japanese tweet processing tool,
TWPIPE-JA.

• To achieve the fast and accurate pipeline
processing, we adopted the feature caching for a
joint model that enables 1.7 times faster processing
while preserving the pipeline performance.

Building TWEEBANK-JA corpus

• Our focus is to create the Japanese tweet corpus that
is compatible with the existing UD corpus.

• Thus, we have carefully transformed the existing
Japanese formal text [1, 2] and English tweet[3]
annotation guidelines into Japanese tweets.

Word Boundary
• For the word unit, we generally adopt the short unit

word (SUW), a minimal language unit that has a
morphological function as a word unit [4] except for
the Twitter-specific word definition about Emojis,
Kaomojis (eastern emoticons), and hashtags.

• Emoji & Kaomoji
• Regarding the SUW, we generally split multiple Emoji

sequences into single Emojis (e.g., to / / ).
• However, sometimes multiple Emojis are combined

together to represent a single meaning (e.g., means
“run in haste”) or in other cases Emojis are used as parts
of the Kaomoji (e.g., ( - )ｵﾁｬﾝ means “a person
serving green tea”).

• In such cases, we treat these sequences as a single SUW.

• Hash-Tag
• Throughout our annotations, we found that a single

hashtag often contains multiple SUWs in Japanese
language. For example, the hashtag "#戒めの投稿"
contains four SUWs, "#/戒め/の/投稿."

• However, we observed only one example that used the
hashtag that contains the multiple SUWs used
syntactically. This decomposition would lead the parsing
errors. Therefore, we treated each hashtag as the SUW.

Part-of-Speech Tag
• Regarding the part-of-speech annotations for the

tweet-specific tokens, we referred to [3] (e.g.,
PROPN for at-mention, X for RT, URL, and Hashtag,
SYM for emoticon).

• When they are used syntactically, we annotated the
corresponding part-of-speech tag.

Dependency Structure
• We followed the tweet-specific dependency structure

defined by [3, 5] (e.g., multiroot for single tweet, RT
construction, vocative at-mention).

• For URLs and SYM, however, we annotated the dep
label because of UD_JAPANESE-BCCWJ.

Dataset and Its Statistics

TRAIN DEV TEST TOTAL

tweets 500 100 100 700
words 13,190 2,471 2,668 18,329

characters 31,226 6,135 6,184 43,545
Table: Statistics of TWEEBANK-JA. The number of words is comparable
scale with [5].
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Figure: Dist. of UPOS tags in Japanese UD corpus. The # of INTJ,
PROPN, SYM, X is larger than other corpus and ADP is smaller.
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Figure: Dist. of UPOS tags in UD web corpus.

Building Blocks for TWPIPE-JA

Word Segmentations
• We chose the character-level sequential tagging with

conditional random fields [CRF; 6] for the word
segmentation.

• We used the character sequence, the character-type
feature, and the character-level treebank
embedding [7], which models the treebank-wise
differences for the inputs.

Table: Segmentor comparison on the TWEEBANK-JA test set.

System F1

UDPipe 84.7
KyTea 90.2
our BiLSTM-CRF segmentor 91.6
- Type embdding 89.3
- Treebank embedding 91.4

Part-of-Speech Tagging
• We chose word-level sequential tagging with CRF for

Part-of-Speech Tagging.
• We used character encoding by BiLSTM and

word-level treebank embedding [7].

Table: POS tagger comparison on gold-standard words in the
TWEEBANK-JA test set.

System Accuracy
our BiLSTM-CRF 87.7
- Character encoding 85.5
- Treebank embedding 87.6

Dependency Parsing
• For a fast and accurate dependency parsing, we used

the greedy transition-based system [8, 9], where the
complexity is linear in the length of sentence n, O(n).

• Specifically, we adopted the BiLSTM parser [10, 11].

Table: Dependency Parser comparison on gold-standard words and
pos-tags in the TWEEBANK-JA test set except for last line. The last result is
on gold-standard words and predicted-pos-tags

System UAS LAS
our BiLSTM-Parser 87.8 78.8
- PoS embedding 76.8 65.0
- Character encoding 87.2 78.1
- Treebank embedding 86.4 76.2
+ Predicted PoS tags 80.8 68.4

Multitask Pipeline

• Although we empirically found the importance of
character-level information for the word-level tasks,
both PoS tagging and dependency parsing, these
process could be bottlenecked.

• To obtain a faster pipeline model, we stacked all of the
pipeline models with a task hierarchy [12].

• During decoding, this model could cache the
previously extracted feature values and the cached
features are used for the next task inputs.
Subsequently, the deep joint could resolve the feature
extraction bottleneck with this simple technique that
we call feature caching.

Pipeline Score Joint Disjoint
Word Segmentation F1 91.8 91.6
PoS tagging F1 81.4 81.6
Dependency Parsing LAS F1 58.8 58.6
Tweets into UD Kw/s 1.9 1.1
Total Model size #Param 4.5M 9.2M

Table: Pipeline evaluation and speed comparison between the Joint and
Disjoint pipeline model. The“Kw/s”indicates the parsing speed
evaluated by thousands of words the model processed per second. The
"#Param" indicates the number of parameters for all of pipeline models.
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RT @renampme : 恐ろしく あざとい 写真 撮れ た 戒め #SNOW #戒めの投稿 https://t.co/sHVfaNYERY
X X PUNCT ADJ ADJ NOUN VERB AUX NOUN SYM SYM SYM X X X

RT @renampme : terrible-ADV cunning picture take-POT PST warning #SNOW #post-GEN-warning https://t.co/sHVfaNYERY
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“RT @renampme: I have taken a terribly cunnning picture warning #SNOW #post to warn https://t.co/sHVfaNYERY”


